
TECHNICAL PAPER

Research of a non-linearity control algorithm for UAV target tracking
based on fuzzy logic systems

Chaoying Pei1 • Jingjuan Zhang1 • Xueyun Wang1 • Qian Zhang1

Received: 13 July 2017 / Accepted: 17 October 2017 / Published online: 9 January 2018
� Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
Target tracking is one of the most widely used applications of UAVs and visual based tracking is the main method for non-

cooperative tracking. In non-cooperative tracking missions, the UAV circles around the target and the gimbal rotates to

keep the optic axis of the onboard camera pointing to the target. Compared with the biaxial gimbal, the single-axis gimbal

system consists of only one torque motor, forming a great lightweight sensor suite, which also increases the requirement of

the control accuracy. In the process of tracking moving target using a UAV with single-axis gimbal, there are still several

challenges: (1) The completion of high precision and reliability of moving target tracking using UAV with only single-axis

gimbal. (2) The non-linearity and uncertainty in the UAV system, where the non-linearity exists in the control of altitude,

heading angle and roll angle. (3) The uncertainty in the expected turning radius of trajectory of the UAV when tracking a

moving target without knowing its motion state. This paper proposes a vision-based fuzzy controller for a target tracking

system consists of a fixed-wing UAV with single-axis gimbal. In this research, the innovations are described as follows: (1)

A control algorithm is proposed for visual target tracking system consists of fixed-wing UAV with single-axis gimbal,

which is able to guide the UAV to complete tracking task precisely and reliably. (2) Generation of roll command and

heading command is immediately based on the information obtained from the images, skipping the step of calculating the

velocity and position of the target, which can avoid unnecessary errors. (3) To deal with the non-linearities and uncer-

tainties in the tracking system, seven fuzzy controllers are used to keep UAV circling around the target stably. (4) Flight

tests are accomplished to verify the algorithm. Simulation results show that the maximum angle offset of the camera’s optic

axis is 0.04�, and the angle offsets can be kept in the range of 5� in the further flight test, which shows that the algorithm is

able to accomplish the task of tracking a moving target successfully.

1 Introduction

Unmanned aerial vehicles (UAV) have been increasingly

used in civil and military applications for dull, dirty and

dangerous missions. Modern UAV applications include a

wide variety of intelligence missions, such as search and

rescue operations, area mapping, agricultural operation,

etc. (Frew et al. 2008; Fu et al. 2012). With the develop-

ment of both the photoelectric technology and UAV tech-

nology, combination of them has come into popularity and

tracking UAVs attract more and more attention. These

tracking UAVs implement missions such as surveillance,

reconnaissance, rescue, counter-terrorism. The autonomous

investigation and tracking of ground targets reflect the

particular advantages for UAV in decreasing costs and

great mobility.

Target tracking for UAV generally falls into two cate-

gories, cooperative tracking and non-cooperative tracking,

respectively. In the cooperative tracking system, real-time

between the UAV and the target is required, such as a

convoy (Zhao 2014). Compared with cooperative tracking,

non-cooperative tracking is with less limitation. Instead of

real-time interaction, in the non-cooperative tracking sys-

tem, the UAV is equipped with a gimbaled camera so that

the information of the target can be obtained using vision-

based method. For a successful tracking system, the target

needs to be kept within the camera view and distinguished

from the environment in real-time by the onboard com-

puter. Then the visual information derived from the pro-

cessing of images is used to control the rotation of the
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gimbal and the motion of UAV to track the target and keep

it at the center of the image frame.

A series of researches related to this topic have been

conducted recently. Part of them are related to cooperative

tracking (Frew et al. 2008; Fu et al. 2012; Zhu et al. 2013;

Oh et al. 2013). A method of cooperative tracking of a

moving target by a team of unmanned aircraft based on a

Lyapunov guidance vector field is proposed in Frew et al.

(2008). A comprehensive ground target pursuit algorithm

for fixed-wing UAV is proposed in Fu et al. (2012), in

which the tracking algorithm is based on analysis and

division of the possible path patterns. The simulation

results demonstrate the stability and reliability of the

algorithm. Papers Zhu et al. (2013) and Oh et al. (2013)

proposes some innovative tracking and guidance methods,

but these strategies are all analyzed in pure theoretical

circumstances and verified only by simulation results.

Dobrokhodov et al. (2008), Jabbari Asl and Do (2015), Asl

and Bolandi (2014), Gomez-Balderas et al. (2013), Quin-

tero et al. (2015) and Zhao and Chen (2015) proposes

several methods for non-cooperative tracking of UAV. In

Dobrokhodov et al. (2008), a UAV with a gimbaled camera

and customized avionics is introduced. Although the pro-

posed nonlinear control algorithm for integrated control for

UAV and the gimbaled camera has obtained the predictive

effect, the structure of pod has been complicated and a

stabilized platform must be equipped for the camera. Jab-

bari Asl and Do (2015), Asl and Bolandi (2014) and

Gomez-Balderas et al. (2013) proposes several methods for

target tracking using quadrotors. Jabbari Asl and Do (2015)

proposes an image-based visual servo (IBVS) controller for

the 3D translational motion of the quadrotor UAV, using

the flow of image features as the velocity information to

compensate for the unreliable linear velocity data measured

by accelerometers (Asl and Bolandi 2014). Nonlinear

robust controllers are designed to deal with uncertainties in

the dynamics of the image features and also uncertainties in

the dynamics of the robot. Gomez-Balderas et al. (2013)

proposes a control strategy consists of switching con-

trollers, which allows making decisions when the target is

lost temporarily or when it is out of the camera’s field of

view. However, compared with fixed-wing UAV, a

quadrotor UAV is defective in its endurance and speed,

which is always important for a tracking task. Quintero

et al. (2015) proposes a method of using two UAVs to track

an evasive vehicle, which ensures that one UAV is always

close to the target at least. However, the use of two UAVs

to track a target has increased the costs of the tracking task.

Zhao and Chen (2015) proposes a method of calculating

the position of target via Attitude and Heading Reference

System (AHRS) and GNSS/Strapdown Inertial Navigation

System (SINS) integrated navigation system, and visual

system, but the calculating of the target position would

import more errors, which can influence the accuracy and

reliability of the tracking. For a fixed-wing UAV, the flight

attitude and direction are manipulated by the deflection of

the rudders and the mathematical models are complex with

non-linearities and uncertainties, which can influence the

accuracy and the reliability of the tracking task (Qadir et al.

2014; Dobrokhodov et al. 2006; Jurado et al. 2014).

Beyond that, when tracking a moving target, the turn radius

changes every time and there are also uncertainties in the

calculation of the roll command which determines the turn

radius in the flight.

In this research, the innovations are described as fol-

lows: (1) A control algorithm is proposed for visual target

tracking system consists of fixed-wing UAV with single-

axis gimbal, which is able to guide the UAV to complete

tracking task precisely and reliably. (2) Generation of roll

command and heading command is immediately based on

the information obtained from the images, skipping the step

of calculating the velocity and position of the target, which

can avoid unnecessary errors. (3) To deal with the non-

linearities and uncertainties in the tracking system, seven

fuzzy controllers are used to keep UAV circling around the

target stably. (4) Flight tests are accomplished to verify the

algorithm.

The remaining part of the paper is organized as follows:

in Sect. 2 the definition of coordinate systems, mathemat-

ical model and tracking framework are presented. Sec-

tion 3 introduces tracking strategy and geometry between

the UAV and target, and then the guidance algorithms is

proposed to generate the command for both UAV turn-rate

and single-axis system rotation. Numerical simulation,

experimental results and actual flight test results are per-

formed to verify the performances of the proposed

methodology in Sect. 4. Finally, conclusion and future

studies are provided in Sect. 5.

2 Overview of the tracking system

2.1 Coordinate definition of the UAV

The proposed UAV is shown in Fig. 1 The UAV is a

V-empennage fixed-wing aircraft with a single-axis cam-

era. To explain the tracking strategy in this paper clearly,

the frames used in this paper are defined as follows.

The local geographical coordinate frame is called nav-

igation frame (N-frame), the Xn-axis points to east in the

local horizontal, Yn-axis points to north in the local hori-

zontal and Zn-axis is defined according to the right-hand

rule. The body coordinate frame (B-frame) is fixed to the

UAV, Xb-axis points to the right of UAV, Yb-axis points to

the front and Zb-axis is defined according to the right-hand

rule. The camera coordinate frame (C-frame) is fixed to the
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camera, Yc-axis is defined according to the optical axis, Xc-

axis is the rotation axis of camera, which is aligned with

Yb-axis. Zc-axis is defined according to the right-hand rule.

The image coordinate frame (I-frame) is fixed to the image,

Yi-axis and Xi-axis are parallel to the Xc and Yc. The camera

could only be rotated around the Xc-axis and the pitch angle

of Yc-axis is defined as cc.

2.2 Mathematical model of the UAV

In this paper, we use a 6-DOF UAV, and here we choose

geographic coordinates (N-frame) as static coordinate and

body coordinate frame (B-frame) as moving coordinate.

Under the action of external resultant force F~, the linear

dynamic equation can be expressed as:

F
*

m
¼ d

_
V
*

dt
þ x

* � V
*

ð2� 1Þ

where V~ is the velocity of the UAV, x~ is the angular

velocity of the UAV, m is the mass of the UAV.

Under the action of external resultant moment M~ , the

angular momentum can be expressed as:

M
*

¼ dH
*

dt
þ x

* � H
*

ð2� 2Þ

where H~ is the moment of momentum.

(1) Angular motion equations.

For this UAV, angular motion equations are as follows:

xx ¼ _h cos c� _w cos h sin/

xy ¼ _/þ _w sin h

xz ¼ _h sin/� _w cos h cos/

8
>><

>>:

ð2� 3Þ

where h, /, w are the pitch, roll and heading angle of the

UAV. xx, xy, xy are the projection of attitude angular

acceleration on B-Frame.

(2) Linear motion equations.

Linear motion equations can be expressed as follows:

Vx, Vy, Vz are projections of velocity on B-Frame, and _X, _Y ,
_Z are projections of velocity on N-Frame.

2.3 Control mechanisms of the UAV

In this UAV system, there are five control mechanisms:

elevator, rudder, aileron, throttle and camera gimbal. By

controlling the mechanisms, the force and moment acting

on the UAV as well as the direction of the camera’s optical

axis get changed, thus controlling the UAV to track the

target. The parameters of the mechanisms are defined as

follows:

Deflection angle of the elevator DUh: For elevator,

upward direction is positive.

Deflection angle of the rudder DUw: For rudder,

deflection to the left is positive.

Deflection angle of the ailerons DU/: For left aileron,

upward deflection is positive, while for right aileron,

downward deflection is positive.

Tension of the engine (throttle) dT: In this UAV system,

throttle is controlled by propeller speed, and the increase of

the speed is taken as positive.

Deflection angle of the camera gimbal DU/c
: For cam-

era gimbal, upward direction is positive.

bZ

bX

bY

bO

cY

cZ

cO
cφnX

nY

nZ

nO cX

Fig. 1 The structure of UAV

_X ¼ Vxðcosw cos c� sinw sin h sin cÞ � Vy sinw cos hþ Vzðcosw sin cþ sinw sin h cos cÞ
_Y ¼ Vxðsinw cos cþ cosw sin h sin cÞ þ Vy cosw cos hþ Vzðsinw sin c� cosw sin h cos cÞ

_Z ¼ �Vx cos h sin cþ Vy sin hþ Vz cos h cos c

8
><

>:
ð2� 4Þ
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2.4 Autonomous tracking framework

The flowchart of the proposed framework is shown in

Fig. 2. The system architecture can be described in brief as

acquire image, target detection, calculates the position

error between image center and target, estimates the con-

trol instruction of UAV and single-axis camera.

The image is acquired by a single-axis vision system

that is shown in Fig. 3. The vision system is mounted by

four air shock absorbers on the aircraft for isolating the

vibration. A torque motor is used to drive the camera

rotating around the pitch axis and photoelectric encoder is

equipped for angle feedback.

For detecting the target from the raw image of the

camera, the image is transformed into a grey scale image

and a Laplacian operator is performed on it to sharpen the

difference between the target and surroundings. Then, an

adaptive threshold is used to isolate the target from the

input image. The algorithm of the image extraction has

been used in many articles (Wang et al. 2014; Jurado et al.

2014; Mao and Jain 1999; Starner et al. 2003; Clausi and

Zhao 2003; Shan et al. 2007), the detail description has

been omitted here. However, considering the occasional

misidentification occurs, the ground operators could re-

select the target at the control station.

After the target being detected in the image, the offsets

between target and collimation axis can be determined by

calculating the pixel points. The angle offsets are described

briefly in Fig. 4. The resolution of camera is m 9 n and

focal length is f, the side length of pixel point is s, then the

viewing angle of horizontal and vertical can be calculated

in Eq. 2-5 and the angle offsets can be calculated in Eq. 2-

6.

hH ¼ 2 tan�1 m � s
2f

� �

; hV ¼ 2 tan�1 n � s
2f

� �

ð2� 5Þ

Dgx ¼ arc tan
Dxf
f

� �

; Dgy ¼ arc tan
Dyf
f

� �

: ð2� 6Þ

As the camera is equipped under the abdomen of UAV,

the X angle offset Dgx can be regarded as control error of

azimuth angle and Y angle offset Dgy can be regarded as

control error of single-axis vision system. In this paper, the

relative position of UAV to target is the fixed altitude and

circle radius; therefore, the offsets can be used as feedback

for control system.

3 Control system development

3.1 Tracking strategy

Figure 5 illustrates the geometry between the UAV and

target. As shown in Fig. 5, define the position of the target

as the origin point On, and R is the circle radius and H is the

circle altitude. At this time, the relative inclination angle of

UAV to target is q and the angular deviation between

Fig. 2 The flowchart of the tracking strategy

Fig. 3 single-axis vision system

Fig. 4 The relationship of angle offsets and deviations in image
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optical axis and target is Dgy. Therefore, the single-axis

vision system should be controlled to eliminate the vertical

offset. As the velocity vector is U, the azimuth angle

should be controlled in order to make sure that the relative

velocity in OcYc is zero.

To eliminate the offset in the obtained image, the

camera should be rotated around Xc and Zc as is shown in

the Fig. 6. Rotation around Xc can be implemented by

adjusting the camera gimbal, as is shown in the Fig. 6. By

rotating the camera around Xc, the offset Dyf can be

eliminated.

The elimination of Dxf is implemented by controlling

the heading angle of the UAV which is on the Zn axis.

However, to eliminate the offset Dxf, the camera is

expected to turn an angle Dgx around Zc axis. As is shown

in the Fig. 7, Zn axis is inconsistent with Zc axis. The

rotation on the Zn axis can be decomposed to Zc axis and Yc
axis. The component on the Zc should be Dgx. According to

Fig. 5 Geometry between UAV and target

Fig. 6 Elimination of the offset Dyf

Fig. 7 Sketch of the offsets angle

Fig. 8 Change of offsets caused by rotation around optical axis
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the relationship between Zc and Zn, Dgx
n can be expressed as

follow:

Dgnx ¼
Dgx

cos /c � /ð Þ : ð3� 1Þ

From the Fig. 7, we can see that the rotation around Zn
can also cause the rotation around Yc. As is shown in the

Fig. 8, when the camera coordinate system rotates around

Yc (from Xc1YcZc1 to Xc2YcZc2), the offsets Dxf1 and Dyf1
will change to Dxf2 and Dyf2. However, as Yc is collinear

with the optical axis of camera, the rotation around it will

not cause increment of distance between the target and the

center of the image, so that by controlling two visual

variables the offset between target and the center of the

image can be eliminated effectively.

Considering Fig. 9, illustrate the horizontal projection of

the tracking strategy. Due to the movement of target, the

coordinate frame of UAV is translated from ObXb1Yb1 to

ObXb2Yb2 and the angular deviation is Dgx. Then, the

azimuth angle of UAV should be adjusted to make the

optical axis coincide with the target.

When tracking a stationary target, the UAV is expected

to hover along a circular trajectory centered in the target,

maintaining a fixed radius. In such a situation, the roll

angle is fixed and can be calculated as:

/ ¼ a tan
v2

R� g

� �

ð3� 2Þ

where / is roll angle of the UAV, v is the horizontal

velocity of the UAV, R is the expected radius, g is accel-

eration of gravity.

In most cases, motion of the target is not negligible.

When tracking a moving target, the curvature of the

expected trajectory changes with the movement of the

target. As is shown in the Fig. 10, as the target skip from

point p1 to point p11 (via p2–p10), the curvature of the

trajectory changes among R1, R2, R3. However, it can be

conceivable that, continuous movement of the target will

cause changes of the expected turning radius of the UAV.

In the UAV system, the curvature of the trajectory is

mainly controlled by the roll angle of the UAV. Consid-

ering this, the instruction of the roll angle and the

azimuth angle should be in coordination based on the

angular deviation Dgx.

3.2 Guidance and control law

In this section, the guiding method for UAV is described.

As the UAV studied in this paper is a normal fixed-

wing aircraft, the three attitude channels of the UAV are

decoupled and could be controlled separately. To track

successfully, the target needs to be kept within the camera

view. When the camera is mounted on the UAV with a

single-axis, the visual information derived from the images

is used to control the motion of the UAV and the camera.

However, in most cases, the relative velocity the target is

Fig. 9 Horizontal projection of the tracking strategy

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11
R1

R2

R3

Fig. 10 The change of curvature of trajectory
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negligible, meanwhile, the uncertainty and disturbance of

the system should be taken into consideration. To deal with

problems above, in this paper, we proposed a fuzzy control

algorithm for the three axes UAV movement and the sin-

gle-axis camera movement. Fuzzy logic control has been

widely researched for the last decade, and it has been

implemented on various dynamical systems (Zhang et al.

2017; Shen et al. 2017; Jin et al. 2017).

For pitch channel, the deflection angle of elevator causes

the changes of pitch angle and altitude. Figure 11 indicates

the pitch channel control method with three feedback

loops.

In the controller, depc and hpc are all values for initial

trim. In order to improve the robustness of the attitude, a

fuzzy logic controller is introduced to compensate the

coefficients uncertainty. Here, the pitch angle h and

deviation _h are regarded as the inputs of the two fuzzy

controllers and control law coefficient error is the output.

For heading channel, the deflection between the ideal

direction and the actual direction of the optical axis causes

the target’s deviation to midpoint in the obtained image. As

is shown in the Fig. 12, Dgy, the horizontal deviation in the

image can be eliminated by adjusting the heading angle of

UAV. In heading channel, the heading angle is mainly

controlled by the rudder. Thus, for the heading channel, the

horizontal deviation Dgx and its derivative D _gx are the

inputs of the system model, with control variable of rudder

as output. However, transfer function of the system model

is nonlinear and affected by several factors, such as the

attitude of UAV, wind velocity, the relative position and

the velocity of the target and UAV, as well as uncertain

disturbances. Considering all above, here we use a fuzzy

Fig. 11 Controller for pitch

channel

Fig. 12 Controller for heading

channel

Fig. 13 Controller for roll

channel
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controller to generate rudder commands with Dgx and D _gx
as inputs, as is indicated in the Fig. 12.

In the controller, w is the heading angle of UAV, Dxf is
the target’s horizontal deviation in the obtained image, Dgx
is the angle offset of the optical axis, DUw is the rudder

command generated by Fuzzy controller, Dgx
b is the pro-

jection of Dgx on the body coordinate frame (B-frame), D _gbx
is the increment of Dgx

b, which is calculated by:

D _gnxðiÞ ¼
DgnxðiÞ�Dgnxði�1Þ

Dt
: ð3� 3Þ

As is discussed in Fig. 10, the command of the roll

channel should be coordinate with the movement of the

target, controlling UAV to track and hover around it. In the

case that the target is moving far away from the UAV, to

track successfully, the turning radius is expected to

increase. When the target stops moving, UAV start

hovering with fixed roll angle computed by the fixed

radius. Therefore, in the controller, the reference value of

the target roll angle depends on the appointed turning

radius of the UAV in the case of tracking a stationary

target. When the targets move, the position of the target in

the image changes, and the camera loop will output the

horizontal deviation Dgx
b. The first fuzzy controller is then

constructed, with Dgx
b and D _gbx as inputs, and deviation of

target roll angle D/target as output. The output of the

controller, D/target, is used to adjust the target roll angle so

that the UAV can track the moving target, while D/target_R,

the reference value of the target roll angle is used to

maintain the radius of the steady state of the trajectory

radius.

The second fuzzy controller in roll channel is used to

ensure the roll angle in reality to keep up with the com-

puted target roll angle. The inputs of the second fuzzy

controller are the difference between actual roll angle and

target roll angle D/ and its derivative D _/, and the output is

control variable of the aileron of the UAV. The roll channel

controller is shown in the Fig. 13.

Fig. 14 Controller for gimbal

channel

Fig. 15 Membership function of Dh (input) and DUh (output)

Table 1 Rules of fuzzy

controller 1 in pitch channel
Input Output

Theta1 U1

Theta2 U2

Theta3 U3

Table 2 Parameters of fuzzy

controller 1 in pitch channel
And method Or method Implication Aggregation Defuzzification

Min Max Min Max Centroid
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In the flowchart above, _/ is the roll angular velocity

obtained by sensors on the UAV, and can be integrated to

compute roll angle /. /target_R is the reference value of

target roll angle computed by an appointed hover radius.

D/target is the increment value of target roll angle com-

puted by the first Fuzzy controller. /target is target roll

angle. D/ is the difference between target roll angle and

actual roll angle. DU/ is control variable of the aileron of

the UAV.

The camera gimbal drives the camera to rotate around

Xc-axis and the rotation of the camera can eliminate the

vertical deviation Dyf, as is shown in the Fig. 14. Similar to

the controller of heading channel, the inputs of the Fuzzy

controller here are Dgy
b and D _gby , and the output of it is the

control variable of the gimbal DU/c
.

In the controller, /c is the pitch angle of the camera, Dyf
is the target’s vertical deviation in the obtained image, Dgy
is the angle offset of the optical axis, DU/c

is the gimbal

command generated by Fuzzy controller, Dgy
b is the pro-

jection of Dgy on the body coordinate frame (B-frame), D _gby
is the increment of Dgy

b, which is calculated by:

D _gnyðiÞ ¼
DgnyðiÞ � Dgnyði�1Þ

Dt
: ð3� 3Þ

4 Simulation and experimental results

4.1 Simulation results

4.1.1 Pitch channel

4.1.1.1 Fuzzy controller1 Parameters of fuzzy controllers

are set from experience. The following figures shows the

Membership functions of the fuzzy controller1 for pitch

channel (Fig. 15).

Tables 1 and 2 shows the rules and other parameters of

the fuzzy logic control of Fuzzy controller1 in the pitch

channel.

4.1.1.2 Fuzzy controller2 The following figures shows the

Membership functions of the fuzzy controller2 for pitch

channel (Fig. 16).

Tables 3 and 4 shows the rules and other parameters of

the fuzzy logic control of Fuzzy controller2 in the pitch

channel.

4.1.2 Heading channel

The following figures shows the Membership functions of

the fuzzy controller for heading channel (Fig. 17).

Tables 5 and 6 shows the rules and other parameters of

the fuzzy logic control of Fuzzy controller in the heading

channel.

Fig. 16 Membership function of D _h (input) and DUh (output)

Table 3 Rules of fuzzy

controller 2 in pitch channel
Input Output

Thetadot1 U1

Thetadot2 U2

Thetadot3 U3

Table 4 Parameters of fuzzy controller 2 in pitch channel

And

method

Or

method

Implication Aggregation Defuzzification

Min Max Min Max Centroid
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4.1.3 Roll channel

4.1.3.1 Fuzzy controller1 In the roll channel, there are

two fuzzy controllers. The following figures show the

Fig. 17 Membership function Dgx
b (input1), D _gbx (input2) and DUw (output)

Table 5 Rules of fuzzy controller in heading channel

E1 E2 E3 E4 E5

E_DOT1 U1 U1 U2 U1 U2

E_DOT2 U2 U2 U3 U2 U4

E_DOT3 U2 U2 U3 U2 U5

E_DOT4 U2 U5 U5 U4 U5

E_DOT5 U4 U2 U5 U4 U5

Table 6 Parameters of fuzzy controller in heading channel

And

method

Or

method

Implication Aggregation Defuzzification

Min Max Min Max Centroid

Fig. 18 Membership function of D/ (input) and DU/ (output)
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Membership function of fuzzy controller1 in roll channel

with single input and single output (Fig. 18).

Tables 7 and 8 shows the rules and other parameters of

the fuzzy logic control of Fuzzy controller 1 in the roll

channel.

4.1.3.2 Fuzzy controller2 The following figures show the

Membership function of fuzzy controller2 in roll channel

with two inputs and single output (Fig. 19).

Tables 9 and 10 shows the rules and other parameters of

the fuzzy logic control of Fuzzy controller 2 in the roll

channel.

4.1.4 Controller for camera gimbal

The following figures show the Membership function of

fuzzy controller for camera gimbal with two inputs and

single output (Fig. 20).

Table 7 Rules of fuzzy

controller1 in roll channel
Input Output

E1 U1

E2 U2

E3 U3

Table 8 Parameters of fuzzy controller 1 in roll channel

And

method

Or

method

Implication Aggregation Defuzzification

Min Max Min Max Centroid

Fig. 19 Membership function of Dgx
b (input1), D _gbx (input2) and D/target (output)

Table 9 Rules of fuzzy con-

troller 2 in roll channel
E1 E2 E3

E_D1 U3 U2 U2

E_D2 U2 U2 U2

E_D3 U2 U2 U1

Table 10 Parameters of fuzzy controller 2 in roll channel

And

method

Or

method

Implication Aggregation Defuzzification

Min Max Min Max Centroid
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Tables 11 and 12 shows the rules and other parameters

of the fuzzy logic control of Fuzzy controller for camera

gimbal.

4.1.5 Simulation results

To verify the effects of the fuzzy controllers, the target in

the simulation moves in sine wave track, and its velocity

are expressed as follows:

vx ¼ 2:5 m/s

vy ¼ 10 sinð0:001xÞ

(

vx is the velocity on the Xn-axis, vy is the velocity on the

Yn-axis, x is the UAV’s displacement on Xn-axis.

Fig. 20 Membership function of Dgy
b (input) and D _gby (output)
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Fig. 21 Trajectory of simulation result

Table 11 Rules of fuzzy controller in gimbal channel

E1 E2 E3 E4 E5

E_D1 U1 U2 U3 U3 U3

E_D2 U2 U2 U3 U3 U3

E_D3 U2 U2 U3 U3 U4

E_D4 U2 U2 U3 U4 U5

E_D5 U2 U3 U3 U4 U5

Table 12 Parameters of fuzzy controller in gimbal channel

And

method

Or

method

Implication Aggregation Defuzzification

Min Max Min Max Centroid
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When tracking, the system detects the deviation of the

target from the center of the image and generates roll and

heading command for the circling of the UAV, and the

rotation command for the camera around the single axis.

Meanwhile, the pitch channel is controlled by the fuzzy

controllers to keep UAV flying at a constant height. Here

we set the command of flight altitude as 200 m, and the

hover radius as 500 m (Figs. 21, 22). The simulation

results are as follows:

Above figure shows the simulation results of the track-

ing. When the target moves in sine wave track, UAV cir-

cles around the target with the optic axis of the camera

pointing to the target (Fig. 23).

Figure above shows as the target moves, the roll angle of

UAV changes and circle radius changes around the radius

command (500 m) (Figs. 24, 25).

The figures above show the deviation angles in Xc and Yc
axis. When the UAV starts hovering around the target, the

deviation angle in Yc axis is within the range of

(- 0.005� * 0.005�) and the deviation angle in Xc is

within the range of (- 0.04 * 0.02). Considering the focal

length of the camera is 35 mm, the deviation distance in

the Y axis of the image is within the range of

(- 0.175 * 0.175 mm), and the deviation distance in the

X axis is within the range of (- 1.4 * 0.7 mm) (Fig. 26).

Fig. 22 Roll angle and circle radius of UAV in simulation result

Fig. 23 Deflection of aileron and rudder
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The above figure shows the results of tracking with fixed

roll command instead of changing roll commands with the

motion of target. The figure shows the UAV can hover

around the target at first, but fail to track it as the target

moves.

4.2 Flight test

Actual flight tests were conducted to verify the controller

algorithm. The flight tests validate the algorithm and shows

that the tracking system is capable of generating accurate

roll and heading command for the UAV and the angle

position command for the single-axis gimbal, keeping the

target at the center of the image frame. The UAV was

flying at the altitude of 200 m and the circle radius is

chosen to be 500 m and the trajectory. The video captured

by the camera, as is shown in the Fig. 27, was broadcast to

the ground computer, and the target was a running car.

Once the UAV detected the target, it started circling around

it and tracking its motion. The gimbal also rotated as the

relative position of UAV and target changed. In the Flight

test, the deviation angle of the target in the Xc was within

the range of (- 5� * 5�), and the deviation angle in the Yc
was within the range of (- 3� * 3�). The results of the

flight test show that the control algorithm based on fuzzy

logics can provide the UAV the ability of tracking moving

targets (Fig. 28).

Fig. 25 Deviation angle in simulation results
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Fig. 26 Trajectory with fixed roll command
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Fig. 24 Deflection of gimbal
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5 Conclusion

In this paper, an innovative vision based target tracking

algorithm for UAV with single-axis gimbal is proposed.

Considering the non-linearity of the tracking process, fuzzy

controllers are designed to control the pitch channel,

heading channel, roll channel, and the gimbal channel.

Simulation results and flight tests prove the fuzzy con-

trollers have kept the stability and reliability of the tracking

system.

The detected target positions and the difference of the

positions in the X-axis of image are sent to the fuzzy

Fig. 28 Results of actual flight test

Fig. 27 Pictures taken in flight test
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controllers. The controllers then generate the command of

the UAV, especially in roll channel, which can control the

radius of the circle. As the target moving, the expected turn

radius of the trajectory changes as well. By generating roll

command from image information using fuzzy controller,

the controllers can complete the task of tracking a moving

target without knowing the exact mathematical relationship

between deviation in the image and the expected radius.

Simulation results and flight tests have proved the relia-

bility of the tracking algorithm.

To eliminate the deviation on the Y-axis of the image,

the gimbal rotates according to the output of the fuzzy

controller for gimbal channel, whose inputs are the devi-

ation in the Y-axis of image and its derivative. Results

show that the algorithm is able to accomplish the task of

tracking a moving target successfully. Simulation results

show that the maximum angle offset of the camera’s optic

axis is 0.04�. In the flight test, the angle offsets can be kept

in the range of 5�.
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